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Abstract   
The scarcity of linguistic resources poses a major challenge for automated translation and processing 
of dialects. These resources are crucial for natural language processing experts conducting research 
on dialect recognition, processing, and machine translation. This paper describes the compilation of 
a dataset for an Algerian low-resource language as it emphasizes the importance of developing 
resources for Algerian dialects. It examines existing relevant corpora and details the creation process 
and unique features of the pioneering Oranian-English Parallel Corpus (OEPC). OEPC is the first 
parallel corpus built from scratch that pairs an Algerian dialect with its English counterparts. The 
paper outlines the criteria and steps involved in compiling a monolingual corpus for the Oranian 
dialect (ORN), including data sources and formats. ORN comprises 8500 sentences, which were then 
translated into English to form OEPC. This valuable linguistic resource is a product of the ERAD 
project, an initiative aimed at providing NLP professionals with diverse Algerian mono-, multi-, and 
cross-dialectal corpora. The paper also explains the data compilation and augmentation techniques 
used to expand the project's outputs. 
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Introduction 

The computer revolution has not only transformed research but has also opened up new avenues 
for exploring the human mind. Computational skills and tools, particularly in language processing, 
have revolutionized lexicography, language identification, automated translation, and related 
techniques. This revolution has led to advanced processing methods, including rule-based, 
statistical, and neural network methodologies, which greatly contribute to research goals. However, 
meaningful results and sound judgments depend on the development of machine-readable data, 
known as language resources (Haddow et al., 2022). Within computational linguistics, lexical 
resources play a crucial role. These resources enhance Natural Language Processing (NLP) 
research and applications by providing lexical and semantic knowledge. Language resources are 
essential for extracting and utilizing relevant information to improve lexical and semantic 
understanding in NLP. 

Today, daily communication largely involves dialects rather than standard languages. Informal 
spoken and written linguistic variations are prevalent in television and social media. The 
computational processing of Modern Standard Arabic (MSA) has been studied since the 1970s 
(Farghaly & Shaalan, 2009). However, the prevalence of dialectal Arabic has shifted the focus of 
many researchers toward non-standard varieties (Zaidan & Callison-Burch, 2014; Harrat et al., 
2015; Habash, 2021). In the past two decades, there was a surge in studies dedicated to processing 
and translating dialects. Arabic dialects, considered low-resource languages, have become a focal 
point for NLP tasks and advancements. However, the lack of robust linguistic coding hinders their 
performance in dialect identification, machine translation, speech recognition, and sentiment 
analysis (Alnassan, 2023). The scarcity of data for training intelligent systems on dialects has 
sparked diverse research endeavours in computational linguistics and NLP. 

Several research projects have begun to experiment with NLP using a limited number of existing 
corpora for Algerian dialects. This highlights the ongoing need for additional data to further 
improve the processing of Algerian dialects. A dedicated initiative has been launched to facilitate 
machine translation experiments on the primary dialects in Algeria. This initiative involves 
creating relevant datasets by recording and transcribing naturally occurring linguistic practices. 
The resulting outputs include language corpora for selected Algerian dialects and parallel corpora 
with English as the target language. This paper aims to address the challenges of processing 
Algerian dialects, provide an overview of relevant corpora representing Algerian dialects, and 
discuss machine translation experiments conducted on them. Finally, the paper outlines the 
objectives of the ERAD project and explains the compilation process of ORN, a monolingual corpus 
of the Oranian dialect, and OEPC, the first Oranian-English parallel corpus. 

1. Challenges of Processing the Algerian Dialect(s) 

Algerian colloquial language is part of the Maghrebi dialects and is spoken by over forty million 
people in North Africa. The Maghrebi dialects are distinct from eastern varieties such as Gulf, 
Levantine, and Egyptian. The Algerian dialects, in particular, are more complex due to Algeria's 
sociolinguistic situation (Morsly, 1986). Additionally, the influence of Arabic, Latin, and Turkish 
on Algeria can be seen through various historical factors (Chami, 2009). As a result, the Algerian 
dialects differ from MSA in terms of vocabulary, phonology, morphology, and syntax. However, 
computational linguists have rarely addressed this level of complexity (Souag, 2006; Saadane & 
Habash, 2015). Sociolinguists and linguists have classified Algerian dialects based on 
geographical areas, provinces, and ethnicity (Derradji et al., 2022).  
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The lack of language resources, orthography, and morphosyntactic aspects greatly impact the 
accuracy of dialect identification and machine translation. The size of the language resources used 
during the machine learning phase plays a significant role in these processes. When it comes to 
processing Arabic dialects, a major challenge is the scarcity of preserved examples available in 
blogs, websites, and social media. However, existing written forms, despite their inability to 
accurately represent pronunciation, do contain distinct terms specific to each dialect. Initial 
research on processing Arabic dialects was conducted by Habash (2010), with subsequent efforts 
focusing on building resources for Middle Eastern dialects, particularly the Egyptian dialect 
(Shoufan & Al-Ameri, 2015). While Algerian dialects have been the subject of numerous NLP 
studies, there is still a pressing need for resources and improved machine translation for these 
dialects. 

In most Arab countries, diglossia, which refers to the coexistence of multiple varieties or languages, 
is prevalent alongside MSA. The latter is used in formal education, academia, religion, the media, 
and constitutional and regulatory documents. Conversely, the written form of Algerian dialects is 
informal and lacks regulation. Algerians commonly use either Arabic characters or transliterated 
Latin characters, known as Arabizi, when writing the dialect on social media (Bies et al., 2014). 
Arabizi is predominantly used by Algerians in online communication. Since there are no 
established rules for writing the dialect, it is challenging to determine the correctness of a written 
form. Additionally, as vernacular Algerian dialects are not taught or used in formal contexts, the 
choice of written form depends on the perspective of the language user. Nevertheless, language 
resource builders and corpus compilers may adopt specific rules to accurately represent the dialect 
in written texts. 

Due to the scarcity of written forms and theoretical linguistic studies on Algerian dialects, 
computational linguists cannot rely on a rule-based approach. Additionally, such an approach 
would fail to capture all the features of the various sub-dialects. From the lexical level to the 
morphological level, the complexity of processing increases as more inflected forms are added to a 
lemma. Arabic dialects, with their rich morphologies, present several challenges in automatic 
processing. There are several shared inflectional morphology features among Maghrebi dialects. 
Below, we present two examples of the morphological complexity and diversity found in Algerian 
dialects: "ماشريتهملهش" (mā shrithmlhsh) and "نرسلوهملها" (nerslwhmlhā). 

 

MSA, unlike most Arabic dialects, does not have negation suffixes. Additionally, when written, 
prepositional phrases are attached to the verb. Numerous studies have addressed this challenge 
and have achieved high-quality lemmatization (Habash et al., 2013; Zalmout & Habash, 2019; 
Hashem, 2021). Moreover, various morphological analysers have been developed for processing 
Arabic dialects, such as MAGEAD (Habash & Rambow, 2006), ADAM (Salloum & Habash, 2014), 
and YAMAMA (Khalifa et al., 2016). 
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As for Arabic dialects' machine translation, there is a limited number of relevant works that focus 
on the dialect as a source. This is primarily due to the complex nature of processing all the dialect's 
syntactic features. Therefore, the establishment of reliable and robust language models for rule-
based or statistical machine translation systems necessitates the availability of large-scale, clean 
datasets. Having tools that generate syntax will enhance dialect processing and reduce its 
challenges as a source. However, Harrat et al. (2019a) note that most Arabic dialects currently 
lack such tools. Conversely, Habash et al. (2022) have recently proposed a new approach to 
modelling Arabic morphology with a specific emphasis on multi-dialectness.  

The machine translation of Arabic dialects has emerged as an area of interest for NLP researchers 
and computational linguists. Harrat et al. (2019a) and Babaali and Salem (2023) provide 
comprehensive reviews of experiments conducted in this field. In particular, Harrat et al. (2018) 
contextualize their NLP research review within the framework of Maghrebi dialects. In the context 
of this survey, it is crucial to specifically evaluate machine translation of Algerian dialects based 
on existing corpora. 

2. Machine Translation of the Algerian Dialects 

Machine translation of Arabic dialects has seen various experiments recently. Initially, rule-based 
approaches faced challenges due to the lack of linguistic tools and time-consuming nature. To make 
progress, researchers have emphasized the importance of parallel corpora availability. However, 
data-driven approaches have not been successful due to the lack of data representing pairs of 
dialects and languages (Harrat et al., 2019a). This shortage of language resources is a common 
issue for many global dialects. Despite this, using a resourced language as a pivot code to translate 
low-resourced languages has been attempted in several machine translation experiments, 
showcasing the connection and similarity between a language and its dialects. Notable works in 
Arabic dialects machine translation using MSA as a pivot language have been conducted by Sawaf 
(2010), Salloum and Habash (2013), and Jeblee et al. (2014).  

Algerian (sub-)dialects continue to face the challenge of limited language resources. Some dialects 
have low resources, while others have none at all. However, some researchers have managed to 
create quality machine-readable datasets for certain Algerian dialects, enabling NLP tasks such as 
machine translation and transliteration. Harrat et al. (2017) have reviewed how textual resources 
for Arabic dialects are developed, while Babaali and Salem (2023) have surveyed the machine 
translation of existing dialectal Arabic corpora. In the case of Algerian dialects, the available 
corpora are limited and described in Table 1.  

Amazouz et al. (2018) have created the most notable speech corpus that includes the Algerian 
dialect. As for textual corpora, we present only a few corpora with a small number of sentences. 
Two notable corpora contain code-switched data (Cotterell et al., 2014; Abainia, 2020), and one 
comparable corpus with the largest size (CALYOU). Additionally, Meftouh et al. (2012) have 
introduced the first Algerian dialect-MSA parallel corpus by constructing a dictionary of words in 
Annaba's dialect translated into MSA. Their dataset has since been incorporated into a larger 
parallel corpus. 
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Table 1. Existing Textual Corpora of Algerian Dialects 

Research works (Corpus) #tokens Sorce Script 

Cotterell et al. (2014) 
 
Abainia (2020) 
 
Abidi et al. (2017)  
 
Meftouh et al. (2015) 
 
Lichouri and Abbas (2021) 

19k 
 
(DZDC12) 44.4k 
 
(CALYOU) 12.7M 
 
(PADIC) 290k 
 
(PADIC 2) 331k 

News Comments 
 
Social media 
 
YouTube comments 

 
Recordings 
 
PADIC 

Arabizi, FR. 
 
Arabizi, FR. 
 
Arabizi, MSA, FR. 
 
Arabizi, MSA. 
 
Arabizi,MSA, 
Arabized Kabyle. 

Among the highlighted datasets representing the Algerian dialect, PADIC is the most prominent 
and relevant. In addition to MSA, PADIC includes two Algerian dialects: one spoken in Annaba 
(ANB) and one in Algiers (ALG). The other dialects represented are Tunisian, Syrian, and 
Palestinian. PADIC has been expanded to include a Moroccan dialect (Meftouh et al., 2018) and 
has been used by researchers for dialect identification (Lichouri et al., 2018), machine 
transliteration (Guellil et al., 2017), and neural machine translation (Slim et al., 2022). Moukafih 
et al. (2022) recently utilized PADIC as a dataset, applying a multi-task learning approach to 
improve cross-dialectal neural machine translation. Additionally, a zero-resourced dialect, Kabyle 
(KAB), written in Arabic, has been added to PADIC (Lichouri & Abbas, 2021). When a corpus is 
constructed, it receives attention from experts who use it to improve NLP applications for Algerian 
and Arabic dialects. For example, Harrat et al. (2019b) used both PADIC and CALYOU to enhance 
an application for dialect morphological segmentation. Other researchers relied on collected 
documents for processing the Algerian dialect (Adouane & Dobnik, 2017) or used a collection of 
comments and posts in conjunction with existing corpora (Slim et al., 2020). 

The only project that focused on machine translation of Algerian dialects is Torjman. This project, 
launched in 2011 by the Directorate General for Scientific Research and Technological 
Development (DGSRTD), was led by the Scientific and Technical Research Centre for the 
Development of Arabic Language (STRCDAL) and funded by the Algerian Ministry of Higher 
Education and Scientific Research. The Torjman team provided solutions, with PADIC being one 
of their improved products. However, the cross-dialectal dataset and machine translation 
experiments under this project did not include foreign languages, or at least the lingua franca. In 
the context of statistical machine translation, the existing corpora for Algerian dialects lack 
bilingual texts and are still relatively small. Therefore, building an efficient machine translation 
system requires larger corpora. In this regard, we advocate for a new dataset building project that 
includes English within a parallel or multilingual corpus. 

4. ERAD Project 

4.1. Objectives 

This project, called Empowering and Resourcing Algerian Dialects (ERAD)2, aims to create 
language resources that accurately represent naturally-occurring linguistic data from various 
Algerian dialects. The project focuses on Algerian dialects and English as the codes for resourcing, 
specifically in parallel corpora. Additionally, the project aims to use the datasets created to conduct 
automated translation experiments, including dialect-dialect and dialect-English machine 

                                                             
2 The project homepage https://sites.google.com/view/eradproject  

https://sites.google.com/view/eradproject
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translation. The process and results of this project will be valuable for linguists, computational 
linguists, translation researchers, and NLP experts, as it will help identify the challenges and 
promising aspects of resourcing Algerian dialects, constructing corpora, and machine translation. 
By providing samples from these under-resourced varieties to the research community, the ERAD 
team hopes to evaluate the quality of inter-dialectal and dialect-into-English translations, which 
will in turn enhance the practicality of the project. 

4.2. Procedure 

In a study by Harrat et al. (2017), several pitfalls in creating Arabic dialect corpora were identified. 
Based on the recommendations from this study, ERAD has made certain disposals and 
considerations regarding scripting conventionality, normalization processes, and corpora 
compilation. ERAD's outcomes consist of three types of corpora: mono-dialectal, cross-dialectal, 
and parallel. The preliminary procedures for data collection and filtration are shared, and although 
the transcripts are built from scratch, they require revision and undergo the normalization process. 
Figure 1. illustrates the major steps involved in creating language resources under the ERAD 
project. 

 

Figure 1. Procedure of Textual Corpora Compilation in ERAD 

 

Given that the main difference among dialects lies in lexical choices, human translation tasks are 
primarily conducted for the creation of parallel corpora. However, even though aligned sentences 
exist in cross-dialectal data, they cannot be considered 'parallel' due to the structural closeness of 
the dialects (Harrat et al., 2015). 

4.2.1. Scripting 

Several preprocessing steps are necessary to handle the non-traditional volumes of the dialect. 
While it is common for other Arabic dialects to be written in Arabic script, the Maghrebi dialects 
are widely written in Arabizi (the Latin script), particularly on the internet. Despite the prevalence 
of Arabizi usage for Algerian dialects, language resources in Arabic script are still required for 
NLP experiments. The lack of data is acknowledged as a limitation in multiple studies that rely on 
corpora of Algerian dialect(s) in any script. Therefore, scripting the dialect in Arabic from scratch 
is a sensitive yet valuable task. 
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The spoken versions of these dialects, which are the native languages of the majority, have a non-
standard orthography. Transcribing Arabic dialects from speech to text involves representing 
phonemes as they are pronounced. This means that some non-Arabic sounds are represented 
differently, for example, /G/ and /P/ are written as "ڤ" and "پ" respectively. However, one might 
question whether we are standardizing the dialect by using MSA alphabet or transliterating it from 
Arabizi to Arabic. The former is related to sociolinguistic policy, while the latter involves 
converting from one code to another (Kaur & Singh, 2014). It is important to note that the Algerian 
dialect is considered a sub-code of dialectal Arabic, regardless of its script when written. Therefore, 
the scripting process in ERAD follows an MSA-based convention, focusing on orthographic and 
lexical resources. Only Arabic letters are used in the transcription. Furthermore, idiosyncratic 
variations or individual usage of dialect orthography do not impact the automatic identification of 
the dialect. 

4.2.2. Normalization 

To reduce the occurrence of out-of-vocabulary items (OOVs) in a corpus and ensure consistency 
in written forms, a normalization task is applied to the raw data. This task is not necessary for 
datasets created from scratch, as transcription already takes various factors into account. However, 
if raw texts are not normalized, dialect processing systems may encounter issues (Darwish et al., 
2012). The normalization process addresses various writing issues, as shown in Table 2.   

Table 2. Normalized Written Forms 

Text issues Definition Examples 

Elongations repeating vowel / consonants 
forms  

yʻāwduuuu يعاودووو  

Spelling 
mistakes 

dropped / transposed letters  rwāḥu رواحو   / lwlbārḥ  
 لولبارح

Abbreviations (borrowed) short forms  bac باك   / CV سيفي 

Special tokens Emotional / ejaculative 
expressions 

Lol  لول /  hahaha  هاهاها  

 

Normalizing the spelling or writing of linguistic units is essential to facilitate accurate searching 
and usage of the corpora. Additionally, normalizing instances like "نيشاااان" and " ننيييشا " to the word 
 does not affect the dialectic distinctiveness of the target variety. While (in English: Right) "نيشان"
there are no established writing guidelines for Arabic dialects, some researchers have utilized 
MSA-conformed normalization features (Dahou & Cheragui, 2022). The ERAD project aims to 
transcribe Algerian dialects, normalize them, and align their written forms with MSA spelling rules. 
To account for the usage of dialect orthography by non-experts, the corpus includes different forms 
of several linguistic items based on their frequency of occurrence in the dialect spoken by native 
speakers. 

5. Corpora Compilation 

Language resources are the product of gathering and utilizing linguistic forms that represent a 
specific variety. The ERAD project adopts a systematic approach to create datasets. The 
construction of language corpora involves three primary phases: selecting raw data, transcribing it, 
and normalizing it. The ERAD project follows the same formal process. Furthermore, mono-
dialectal corpora are translated by humans and then aligned with parallel corpora, where chunks 
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or sentences in the source and target languages are placed side by side. Pre-processing is necessary 
before training the parallel texts for automated translation and evaluation. 

In any cross-dialectal or parallel corpus, there must be a source language. In this case, the dialect 
of Oran, known as ORN, is used as the source. ORN comprises naturally occurring linguistic 
instances from the inhabitants of Oran city in western Algeria. The Oranian variety is encountered 
in various modes of everyday communication and media discourse, including text, audio, and 
audio-visual data (statistics are shown in Table 3.). These have been collected and transcribed to 
create a corpus consisting of 8.5k sentences. 

Table 3. Sources of ORN data 

 Text Audio Video 

Duration - 8 hours 50 hours 

Raw sentences 2500 3000 4500 

Corpus items 2110 2620 3770 

Total 8500 sentences 

The table shows the formats and sizes of the sources. As distributed, texts, audios, and videos that 
represent the native Oranian dialect from online sources comprised for the corpus construction 
from scratch. That is, the data was not collected from a pre-existing database. The table shows that 
the corpus contains more sentences from video sources (4500) than from text (2500) and audio 
(3000). Videos were the most authentic sources where the identification of the dialect and its users 
is easier. Indeed, this suggests that the video data contains a large portion of Oranians’ speech that 
was transcribed into text. The raw sentences will be pre-processed in terms of orthography and 
normalization in order to compile a final clean dataset. 

Compared to Middle Eastern dialects, Algerian dialects are distinguished by their multilingualism 
and incorporation of French vocabulary. The Oranian dialect, in particular, incorporates words 
from Latin, Turkish, and Berber origins. Our methodology entails transcribing the Oranian corpus 
using MSA orthography, despite the presence of French words or expressions in the dialect. If the 
words have no equivalents in the dialect, the common alternatives in French are included in the 
ORN data transcription. However, certain French words without equivalents are included in the 
corpus and transcribed using Arabic script, particularly in online communication. This meticulous 
process is further elucidated with illustrative examples in Table 4.  

 

Table 4. Inserted and Non-Inserted Lexis in ORN 

 Latin Lexis Latin Lexis in Arabic Script 

French arbre/ chanter/ exactement/ 
fatigue. 

 سبيطار/ بورطابل/ طاكسي/ كارتي 

(English) tree/ sing/ exactly/ tired. Neighborhood/ taxi/ mobile/ hospital 

 Non-Inserted in ORN Inserted in ORN 

Reasons Oranians have alternatives to 
these words. They may appear in 
Arabizi. 

Such words are frequently used, have 
less or no alternative, and are commonly 
written in Arabizi. 
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In the ORN scripting process, conventional spelling utilizes Arabic letters to transcribe linguistic 
elements, irrespective of their variational pronunciation by Oranians. This approach will also be 
employed for all forthcoming datasets within this project. The ORN dataset is meticulously 
constructed, with native Algerians taking responsibility for translating it into English. They 
meticulously review the transcription in the Oranian dialect (ORN) and provide the corresponding 
English equivalents (ENG). Through the alignment of sentence pairs, the inaugural Oranian-
English parallel corpus (OEPC) was established, as depicted in Figure 2.  

 

Figure 2.  A Sample of Aligned Sentences in OEPC3 

 

 

Based on statistics from OEPC, as shown in Table 5., the average number of words per sentence is 
5.2 in ORN and 7.3 in ENG. Furthermore, the percentage of distinct items is 31.14 in ORN and 
31.09 in ENG. 

Table 5.  Major Statistics of OEPC 

Corpus Sentences (Avg. Length) #Words #Distinc
t 

ORN 8.5K (5.2) 53,255 16,584 

ENG 8.5K (7.3) 62,361 19,392 

 

While the size of OEPC may be sufficient for initial machine translation experiments, it falls short 
of the large-scale datasets that yield high scores. To enhance Algerian dialects machine translation, 
an extension of OEPC will be created based on previous research works and the same procedural 
plan of ERAD project. 

 

                                                             
3  A sample of OEPC is available at https://sites.google.com/view/eradproject/products/parallel-corpora  

https://sites.google.com/view/eradproject/products/parallel-corpora
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 Conclusion 

This paper emphasizes the significance of language resources in enhancing NLP experiments on 
Algerian dialects. It provides a concise overview of machine translation of Algerian dialects and 
introduces the ERAD project. The ERAD project encompasses its initial mono-dialectal corpus 
(ORN) and parallel corpus (OEPC). The project's objective is to document and preserve a 
substantial number of instances of Algerian dialects in textual format for researchers to utilize. The 
datasets can also be converted into audio recordings for training dialect speech recognition. The 
funding for the ERAD project will be sourced from donations by researchers and their institutions 
when they incorporate it into a national research project. This support will enable ERAD products 
to be assigned identification schemas in the International Standard Language Resource Number 
(ISLRN) for proper usage and referencing. 

The preliminary experiments underscore the necessity of creating dictionaries and converting 
textual corpora into speech corpora. To enhance the productivity of ERAD, researchers should 
utilize automatic data collection and pre-processing more specifically. ERAD's datasets will be 
beneficial for NLP experts in tasks such as dialect identification, dialect-dialect and dialect-
English machine translation, testing tools for dialect (de-)romanization, and machine 
transliteration. Additionally, corpus linguists can rely on these datasets for discourse-related 
studies, sociolinguistic research, and analysis of language variation. The outcomes of this project 
will make a significant contribution to our research consortium and the NLP research community 
in the Arab world. 
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